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Abstract: The recent success of the human genome project and the continued accomplishment in obtaining DNA se-
quences for a vast array of organisms is providing an unprecedented wealth of information. Nevertheless, an abundance of 
the proteome contains hypothetical proteins or proteins of unknown function, where high throughput approaches for ge-
nome-wide functional annotation (functional genomics) has evolved as the necessary next step. Nuclear magnetic reso-
nance spectroscopy is playing an important role in functional genomics by providing information on the structure of pro-
tein and protein-ligand complexes, from metabolite fingerprinting and profiling, from the analysis of the metabolome, and 
from ligand affinity screens to identify chemical probes. 
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INTRODUCTION 

 The availability of the human genome sequence has just 
begun to provide a wealth of information on cell biology, 
development, evolution and physiology [1, 2]. As a result of 
the success of the Human Genome Project, there has been an 
explosion of effort in obtaining the complete genome se-
quence of other organisms, which has included the chimpan-
zee [3], domestic dog [4], mouse [5] and woolly mammoth 
[6]. To date, 496 genomes have been completely sequenced 
with 939 ongoing genome projects [7-11]. The sequencing of 
the human genome and other genomes provides powerful 
protein data sets for making beneficial contributions to 
medicine and human health issues [12], but fully ~50% of 
these proteomes comprise hypothetical proteins or proteins 
of unknown function [13-15]. In effect, the acquisition of 
genomic information has clearly highlighted the extent of 
information that is currently lacking in our understanding of 
cell biology. 

 Contributing to this expanding knowledge base is the 
extensive amount of protein structures emerging from the 
Protein Structure Initiative (PSI), which includes four large-
scale centers and six specialized centers involving collabora-
tions among a total of 45 universities, research institutes and 
companies [16, 17]. PSI has the ambitious aim of determin-
ing the three-dimensional structure for most of the proteins 
in the proteome. A major expected benefit of this effort is 
obtaining the necessary functional information for the vast 
number of hypothetical proteins emerging from ongoing 
sequencing efforts [16, 17]. The accepted paradigm of struc-
tural genomics is to focus on solving structures of proteins 
where 3D structures cannot be easily predicted from the Pro-
tein Database (PDB) [13-15]. By obtaining a representative 
structure for each of the 20,000-30,000 sequence families, it 
is expected that a significant structural coverage will be 
achieved with respect to obtaining an experimental or model  
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structure for all proteins in nature. Unfortunately, numerous 
structures emerging from structural genomics correspond to 
folds that provide little insight into function [18-23]. The 
impact has been the addition of ~2,166 proteins of unknown 
function in the PDB [24, 25], where this number will con-
tinue to expand with the growing success of PSI [26-28]. 

 Readily obtaining functional information to augment the 
available sequence and structural data is essential for the 
eventual success of the Human Genome and PSI projects. 
The prospect of obtaining molecular functional information 
for an extensive collection of hypothetical proteins by tradi-
tional biochemical approaches presents an extremely over-
whelming and daunting task [29]. Historically, many years 
of research are required to identify the function of a single 
protein. Alternatively, functional genomics applies high 
throughput technologies to obtain genome-wide functional 
annotation [30-34]. Common approaches include (i) moni-
toring gene expression in response to external stress factors 
(temperature, pH, drugs) using DNA arrays [35], (ii) deter-
mining protein-protein interaction maps [36, 37] using yeast 
two-hybrids [38], (iii) monitoring protein post-translational 
modifications using mass spectrometry [39], (iv) monitoring 
protein-DNA interactions [40] using chromatin immunopre-
cipitation (ChIP) [41], (v) monitoring phenotypes of gene 
knockouts using traditional genetic engineering methods [42-
44] or, more recently, RNA interference [45], (vi) monitor-
ing changes in the metabolome [46, 47] and (vii) using pro-
tein arrays [48, 49] to monitor protein–ligand interactions or 
biochemical activity. Protein arrays still face significant 
technical challenges that need to be resolved before whole-
proteome chips become routinely available. 

 Bioinformatics approaches are also being applied for the 
functional annotations of whole genomes and protein struc-
tures to augment these experimental methods. DNA and pro-
tein sequence similarities using BLAST [50], ClustalW [51], 
FASTA [52] are well-established methodologies to infer 
function based on the accepted paradigm that a similarity in 
sequence implies a similarity in function [53]. More ad-
vanced approaches utilize hidden Markov models (HMM) to 
generate profiles for functional or structural protein families. 
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These profiles are used in combination with BLAST se-
quence alignments to identify new members to the functional 
family. Unfortunately, recent analysis indicate a high (10-
30%) error rate in genome annotations [54, 55] and func-
tional conservation decreases significantly when sequence 
identity falls below 50% [56]. 

 The CATH [57], SCOP [58] and TIGRFAMs [59] data-
bases contain comprehensive structural and HMM profile 
alignments to create hierarchical classifications of all known 
protein structures. These protein family classifications are 
useful for identifying functional and evolutionary relation-
ships between protein structures [60]. Programs like Dali 
[61], SSAP [62], CE [63], TM-align [64] and Vast [65] are 
used to identify structural homologs in the absence of se-
quence similarity to infer function [66]. This occurs because 
tertiary structures are significantly more evolutionarily stable 
than protein sequences [67]. There are numerous examples 
of proteins that share similar structures in the absence of 
high-sequence identity (<30%) [68-73]. 

 Amino-acid residues associated with the active-sites and 
biological activities of proteins are evolutionary stable rela-
tive to the remainder of the protein’s sequence [74, 75]. As a 
result, significant global sequence and structural divergence 
may occur while biological activity remains constant. For 
example, the peptidyl-tRNA hydrolases (Pth & Pth2) have 
no sequence or structure similarity, but exhibit identical ac-
tivity [76, 78]. A number of computational methods have 
been developed to predict the location of active sites or 
ligand binding sites in hypothetical protein structures to as-
sign function in the absence of global sequence and struc-
tural similarity. These methods include: matching 3D tem-
plates [79-81], aligning structures to match a few consensus 
or enzymatic catalytic residues [82-93], identification of 
binding pockets or clefts [94-98], identification of cavities 
consistent with shapes of known ligands [99], a sequence 
independent force field to extract common active site fea-
tures [100], theoretical prediction of titration curves [101] or 
energetics of ligand interactions [102-104], using chemical 
properties and electrostatic potentials of amino-acid residues 
consistent with active site characteristics [105, 106], neural 
network analysis of spatial clustering of residues [107], and 
conserved residues from multiple sequence alignments 
(phylogenetic motifs) [89, 108-111]. Distant evolutionary 
relationships between enzymes with no sequence similarity 
have been identified based on the comparison of conserved 
active-site structures [112, 113], but these methods also tend 
to suffer from the inherent uncertainty and ambiguity in cor-
rectly predicting a ligand-binding site [60] with error rates as 
high as 40% [54]. These problems may arise from numerous 
issues that include: the impact of protein conformational 
changes upon ligand binding, protein and ligand dynamics, 
shallow binding sites, surface inaccessible binding pockets in 
apo-structures, coarse definition or limited number of active-
site templates. 

 Whole-genome functional annotation is clearly a chal-
lenging endeavor and will require the application of multiple 
experimental and computational protocols for its success. 
Verification of a functional assignment for a hypothetical 
protein will inevitably involve consensus among a number of 
high throughput analysis. Nuclear magnetic resonance spec-
troscopy (NMR) is becoming an important addition to func-

tional genomics with applications in: (i) the structure deter-
mination of hypothetical proteins as part of structural ge-
nomics [26, 114-117], (ii) the rapid structure determination 
of protein-ligand complexes [118-121], (iii) the application 
of NMR ligand affinity screens to identify protein-ligand 
complexes for functional annotation [121-124] and chemical 
probes [125, 126], and (iv) analyzing changes in the me-
tabolome in response to changes in protein activity [127-
129]. This review will describe some recent examples of the 
application of NMR spectroscopy in the functional annota-
tion of hypothetical proteins or proteins of unknown func-
tion. 

NMR STRUCTURES OF HYPOTHETICAL PRO-
TEINS 

 Obtaining a structure of a protein or protein-ligand com-
plex greatly contributes to our understanding of its biological 
function [130]. As summarized above, identifying a struc-
tural homolog for a hypothetical protein is a routine ap-
proach for assigning a function. Simply, the function of the 
structural homolog is also assigned to the hypothetical pro-
tein based on the accepted premise that structure implies 
function [60]. Multidimensional heteronuclear NMR ex-
periments are routinely used to determine the structure of 
proteins and their interactions with ligands [131-135]. These 
methods have been extensively reviewed and will only be 
briefly summarized here. 

 There are three basic steps to solving a protein structure 
by NMR: (i) obtaining the NMR backbone and side-chain 
sequential assignments, (ii) identification of secondary struc-
ture elements, and (iii) solving the three-dimensional fold 
from structural constraints. Through the application of iso-
tope labeling (13C, 15N) of the protein and 3D triple-
resonance NMR experiments, it is routinely achievable to 
assign each observed 1H, 13C and 15N peak in the NMR spec-
tra with a specific amino acid in the protein sequence [136-
138]. Briefly, the protein assignment protocol utilizes a se-
ries of triple-resonance experiments where each experiment 
correlates a subset of the protein backbone atoms through J-
coupling. By combining overlapping information between 
the various experiments, it is possible to “walk” down the 
protein backbone and complete the resonance assignments. 

 Regions of -helical and -sheet secondary structures are 
then identified from 13C /13C  secondary structure chemical 
shifts [139], NH exchange rates, 3

JHNa coupling constants 
and sequential distance patterns (NH(i)-NH(i+l) C H(i)-
NH(i+2,3,4), NH(i)-NH(i+2), and C H(i)-C H(i+3)) or short 
inter-strand distances between NH and C H protons. The 
NMR assignments then enable the determination of a solu-
tion structure using distance constraints derived from NOEs 
(Nuclear Overhauser Effect - the enhancement of NMR sig-
nals by a through space dipole-dipole interaction that is de-
pendent on the distance (1/r6) between the nuclei.) present in 
3D 15N- [140, 141] and 13C-edited NOESY [142, 143] ex-
periments (correlates 1H nuclei bonded to 13C or 15N nuclei 
to other 1H nuclei that are  5  away), dihedral angles de-
rived from coupling constants and carbon chemical shifts 
[144, 145] and hydrogen bond constraints from slowly ex-
changing amides. The structures may also be directly refined 
against the 3

JHNa coupling constants [146], secondary 
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13C /13C  chemical shift restraints [147], radius of gyration 
[148], and a conformational database potential [149-151]. 

 To date, a total of 1099 NMR structures have been de-
posited into the PDB by all the structural genomics consorti-
ums where 758 of these structures are listed with a functional 
annotation [152]. The following recent example highlights 
the inherent value of obtaining an NMR structure of hypo-
thetical proteins for functional annotation. 

 Hypothetical protein AF2095. Thermophilic archaea Ar-
chaeglobus fulgidis AF2095 is a protein of unknown func-
tion that was targeted for structural analysis by the Northeast 
Structural Genomics Consortium (NESG; http://www.nesg. 
org). The NMR structure of protein AF2095 was shown to 
exhibit a similar structural topology to peptidyl-tRNA hydro-
lase (Pth2) [76, 153]. Dali analysis resulted in a Z-score of 
8.2 with a 3.7Å RMSD for the backbone structure align-
ments. Further analysis of the AF2095 structure indicated a 

large cavity with a positive electrostatic potential suggestive 
of a potential tRNA binding site that was proximal to a cata-
lytic triad (Fig. 1). These structural characteristics are also 
consistent with Pth2 enzymatic activity. Pth cleaves the pep-
tide from peptidyl-tRNA molecules allowing the freed tRNA 
to be recycled in the protein synthesis process [154, 155]. 
The accumulation of peptidyl-tRNA molecules that have 
prematurely dissociated from the ribosome during protein 
translation have been associated with cell death [156, 157]. 

 The AF2095 NMR structure was leveraged to assign a 
structure and function for 55 other proteins. Additionally, the 
functional assignment of AF2095 provided further insight in 
the evolution of Pth and Pth2 enzymes and the formation of 
the mitochondria in eukaryotes. The Pth and Pth2 proteins 
exhibit similar enzymatic activity but lack any sequence or 
structure homology. Pth enzymes are essential in bacteria 
[158] and Pth2 enzymes are only found in archaea. Eukaryo-
tes contain both Pth and Pth2 enzymes, where Pth2 are mito-

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (1). Functional Annotation from NMR Structures. Ribbon diagrams of the aligned views of (a) human Pth2 (PDB code: 1q7s), and (b) 
A. fulgidus AF2095 (GR4; PDB code: 1rzw). (c) Electrostatic surface of AF2095. The electrostatic surface was calculated using a salt con-
centration of 0.1 M and the color scale is –5 kt (negative, red) to 5 kt (positive, blue). Residues proposed to form the catalytic triad (Lys 19, 
Asp 80, Thr 90) are labeled. (d) Structure is rotated –45 degrees about the y-axis, relative (c). (Reprinted with permission from reference 
[76], Copyright 2005 by Protein Science Online by The Protein Society). 
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chondrial enzymes in humans. This analysis suggests that 
eukaryotes inherited Pth2 enzymes from archaea during the 
formation of the mitochondria from the endosymbiosis of 
two prokaryotes. 

NMR LIGAND AFFINITY SCREENS 

 Despite the inherent value in obtaining a protein structure 
for functional analysis, there are numerous situations when a 
structure alone is insufficient. This generally occurs when a 
hypothetical protein exhibits a novel fold that lacks any simi-
larity to proteins of known function. A fundamental compo-
nent to our understanding of the biological activity of a pro-
tein is through the identification of its functional ligand(s), 
co-factors, substrates or metabolites [159]. Essential to this 
understanding is the knowledge that a protein’s active-site 
has been optimized by nature to interact with a unique and 
specific set of targets. Promiscuity of binding is inherently 
detrimental to the overall biological process, which is evi-
dent by the high specificity of interactions that have been 
well-documented in numerous metabolic and signaling 
pathways [160-162]. This understanding is also an essential 
aspect of drug discovery and supports the observed rational 
that high-affinity and selective compounds targeting a spe-
cific protein can be developed and used therapeutically [163-
166]. 

 NMR is an important component of the drug discovery 
process and is routinely used in the pharmaceutical industry 
for the screening and validation of chemical leads [122, 167-
171]. NMR’s sensitivity to weak binders (KD  10 mM) is an 
important advantage since initial chemical leads generally 
have a weak binding affinity, which is improved upon during 
the iterative design process [172]. Also, the versatility of 
NMR provides extensive flexibility in the methodology used 
to monitor a protein-ligand interaction. Thus, the experiment 
can be optimized for the particulars of the system under 
study. Protein-ligand binding interactions can be monitored 
by changes in line-width and/or peak intensity (T1 and T2 
relaxation changes) [173, 174], by changes in ligand diffu-
sion coefficients [175-177], from ligand or protein chemical 
shift perturbations [178-180], induced transferred NOE 
(trNOE) for the ligand [181-183], a saturation transfer dif-
ference (STD) between either the protein or bulk solvent to 
the ligand [184-186], appearance of new NOEs and/or in-
termolecular NOEs between the ligand and protein [183, 
187]. A number of high throughput NMR screens for drug 
discovery have been implemented based on these observ-
ables that are equally applicable for identifying ligands that 
bind hypothetical proteins for functional annotations. A few 
of these methods will be briefly summarized. 

 SAR by NMR. The influential manuscript by Shuker et 
al. described the first general application of NMR to screen a 
library of small molecules for their ability to bind proteins 
from observed chemical shift perturbations [188]. In addition 
to initiating subsequent efforts in designing alternative NMR 
based screens, the “SAR by NMR” method also stimulated 
the current interest in fragment-based drug discovery screens 
[189, 190]. 

 In the SAR by NMR approach, chemical shift perturba-
tions are observed from 2D 1H-15N HSQC spectra [191-194] 
or 2D 1H-13C HSQC spectra [195]. The chemical shift 
changes are used to verify a positive binding event and to 

identify the ligand’s binding site on the protein’s surface. 
Each amino-acid residue in the protein generally exhibits a 
unique peak in the 2D 1H-15N HSQC NMR spectrum, where 
the peak position is dependent on the local environment for 
each particular amino-acid. Each peak in the 2D 1H-15N 
HSQC NMR spectrum has been sequentially assigned to a 
specific amino-acid using standard protocols [196]. The pro-
tein residues involved in binding the ligand will experience a 
change in its local environment, which results in a change in 
chemical shifts. Mapping the chemical shift changes for 
these residues onto the protein surface identifies the ligand 
binding site. 

 A structure of the protein-ligand complex is obtained, 
where a key component of the protocol is to link two or more 
fragments that bind in distinct, but proximal locations in the 
protein’s active site. Properly linking the fragments is pre-
dicted to result in a dramatic increase in the binding affinity 
of the new compound. A recent illustration of the SAR by 
NMR methodology is the design of a potent inhibitor of anti-
apoptotic protein Bcl-xL [197] (Fig. 2). 

 The overexpression of the Bcl-xL protein suppresses the 
apoptotic process initiated by DNA damage or hypoxia. The 
antiapoptotic activity of Bcl-xL may lead to the development 
of cancer, implicating Bcl-xL as a potential therapeutic tar-
get. A fragment library containing 10,000 compounds were 
screened using NMR chemical shift perturbations to identify 
chemical leads. A fluoro biaryl acid (KD ~ 300μM) was iden-
tified to bind Bcl-xL in a hydrophobic groove near residues 
G94 and G138. The X-ray structure of the Bcl-xL-Bak pep-
tide complex indicated a second potential ligand binding site 
proximal to the fluoro biaryl acid binding site. A second 
screen using 3,500 compounds in the presence of excess 
fluoro biaryl acid identified naphthol analogues (KD ~ 2-
13mM) that bound in this second binding site. The proper 
linking of these fragments with an acylsulfonamide com-
bined with further refinements lead to an inhibitor with a Ki 
of 36nM. 

 RAMPED-UP NMR is a unique modification of SAR by 
NMR that uses mixtures of proteins to screen compounds for 
specificity and selectivity against a particular protein [198]. 
The proteins in the mixture are each uniquely labeled with a 
specific amino acid (15N-Trp, 15N-Ile, or 15N-Ala) associated 
with the active site of each protein. The protein mixture 
yields a 2D 1H-15N HSQC spectrum with distinct NMR reso-
nances uniquely identified to each protein. The RAMPED-
UP NMR approach is a specific application of the general 
modification of the SAR by NMR technique to use specific 
labeling of residue types [199, 200], methyl groups [201] or 
sequential fragments [202, 203] or spin-labeling [204] of the 
protein to simplify the NMR spectra. 

 SHAPES. The design and composition of the chemical 
library is a major component of the SHAPES approach to 
screening by NMR [205-207]. The SHAPES library is a 
small, structurally diverse library composed of water soluble 
compounds that correspond to fragments or molecular 
frameworks of known drugs. NMR screening for binders in 
the SHAPES approach is typically accomplished by satura-
tion transfer difference (STD), 1D line-broadening or 2D-
trNOE experiments. 
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 The SHAPES method was successfully applied in the 
development of inhibitors for p38 MAP kinase, which is 
associated with a number of cancers including breast, stom-
ach, liver and prostrate cancers [208]. 1D 1H NMR line-
broadening experiments was initially used to identify weak 
binders (KD = 1-7 mM) to p38 MAP kinase using the 
SHAPES library [209]. Fragments with common scaffolds 
were fused to generate compounds with an initial increase in 
affinity to KD’s of 200-300 μM. Further refinements of the 
chemical structure resulted in a chemical lead with a KD of ~ 
200 nM. 

 MS/NMR assay. A fundamental limitation to NMR 
ligand affinity screens is the high utilization of resources 
required to complete even modest sized screens. It is not 
uncommon for an NMR screen to require 100s of milligrams 
to gram quantities of a protein and days to weeks of dedi-
cated NMR instrument time. Conversely, mass spectrometry 
(MS) has a higher sensitivity relative to NMR, with limits of 
detection in the femtomolar range [210]. Similarly, MS data 
collection times may be an order of magnitude or faster 
compared to NMR techniques, but MS ligand affinity 
screens also have limitations. MS does not provide any de-
tailed structural information on the protein-ligand complex 
and is unable to differentiate between multiple, non-specific 
binding interactions and productive stoichiometric binding in 
the protein’s active site. The MS/NMR assay takes advan-
tage of the inherent strengths of MS and NMR ligand affinity 
screens and combines the two approaches. A flow-diagram 
of the MS/NMR screening assay is depicted in Fig. 3. 

 Compound mixtures are incubated with the protein and 
passed through a size-exclusion chromatography (SEC) col-
umn, where only compounds that bind the protein will be 
present in the eluant. ESI/MS is used to identify the com-
pounds in the eluent by the observation of a molecular ion 
peak consistent with the molecular-weight of compound in  
 

the original mixture. To eliminate false positives, the com-
pound mixtures are also passed through the SEC column in 
the absence of the protein. The MS/NMR assay does not 
require a deconvolution step like SAR by NMR, since each 
compound in a mixture has a unique molecular weight, 
which acts as a molecular tag to identify each individual 
compound. A 2D 1H-15N HSQC NMR spectrum of the pro-
tein-ligand complex is obtained for each positive “hit” from 
the SEC-MS step. The observation of chemical shift pertur-
bations clustered in the vicinity of the protein’s active site 
verifies a biologically relevant binding interaction. Con-
versely, the absence of chemical shift perturbations or a ran-
dom distribution of chemical shift changes on the protein 
surface would imply a lack of an interaction of the com-
pound with the protein or potentially the existence of non-
specific binding. The NMR data effectively filters out non-
specific and non-productive binders that may be present in 
the SEC-MS screen. 

 The MS/NMR assay was successfully applied using a 
32,000 compound library that was screened for RGS4 
ligands [211]. Regulators of G-protein signaling (RGS) act 
as attenuators of the G-protein signal cascade by binding to 
the G  subunit of G-proteins and inducing a 30-fold increase 
in the intrinsic G  GTPase activity (for reviews see [212-
215]). RGS activity has been associated with a variety of 
cellular functions including proliferation, differentiation, 
membrane trafficking, and embryonic development. The 
SEC-MS screening component of the MS/NMR assay identi-
fied 50 potential hits. The NMR chemical shift perturbation 
analysis of these hits identified a compound that bound spe-
cifically to RGS4 in a unique allosteric binding site on RGS4 
[216]. This binding site comprises helix 1 and 2 and the 
intervening loop in the RGS4 structure and suggested a po-
tential mechanism for the inhibition of the formation of the 
RGS4-G  complex by preventing the observed conforma- 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (2). SAR by NMR (a) Selected region of 15N HSQC spectra recorded on uniformly 15N-labeled Bcl-xL alone (black), in the presence of 
2 mM biaryl acid (red), and in the presence of 2 mM biaryl acid and 5 mM naphthol derivative (green). (b) Superposition of seven low-
energy structures calculated for Bcl-xL complexed to biaryl acid and naphthol derivative. For clarity, the average-minimized structure of the 
protein is shown as a solvent-accessible surface, color coded as follows: oxygen and oxygen-bound protons are red, and nitrogen and nitro-
gen-bound protons are blue, while all other atoms are gray. The positions of biaryl acid and naphthol derivative in the average minimized 
structure are shown in orange. (c) NMR-derived model of trans-olefin linked compound bound to Bcl-xL. The side chain of F97 divides the 
first site from the second site. (Reprinted with permission from reference [197], Copyright 2006 by American Chemical Society). 
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Fig. (3). Pictorial flow diagram of MS/NMR assay using data from the MMP-1 binding assay. (Reprinted with permission from reference 
[211], Copyright 2001 by American Chemical Society). 
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tional change in RGS4 that occurs upon binding G    [216, 
217]. The compound was then shown to inhibit the interac-
tion of RGS4 with G .  These results represented the identi-
fication of the first known small molecule inhibitor of RGS4. 

RAPID PROTEIN-LIGAND CO-STRUCTURE 

 NMR affinity screens have been successful in identifying 
numerous drug leads against a variety of therapeutic targets. 
Obtaining a protein-ligand co-structure as part of a structure-
based drug discovery program or as an aid in functional an-
notation is the necessary next step of the process. Solving a 
high-resolution NMR structure for the protein-ligand com-
plex would still require the same expenditure of time and 
effort that was required for determining the original protein 
structure. This may require upwards of months to a year of 
NMR data collection and analysis. A number of NMR-based 
approaches have been described to shorten this time-frame 
and obtain rapid protein-ligand co-structures. 

 NOE-Guided Protein-Ligand Docked Models. The NMR 
structure and dataset for the free protein is used as the initial 
model for determining the structure of the complex [118]. 

The ligand is docked into the free protein structure primarily 
based on intermolecular NOEs observed in a 3D 13C-
edited/12C-filtered NOESY spectrum [218]. The NMR as-
signments for the ligand in the complex are determined by a 
combination of 12C-filtered COSY, TOCSY and NOESY 
experiments [219-221]. The basic premise of this approach is 
to use a minimal set of the standard 3D NMR experiments to 
re-assign the protein NMR resonances that are perturbed in 
the complex to permit a quick assignment of the protein-
ligand intermolecular NOEs. 

 The reliability of protein-ligand co-structures determined 
from a minimal number of constraints was illustrated by the 
comparison of an MMP-1:CGS-27023A structure calculated 
with a complete NMR data set and an idealized minimal set 
of constraints [119] (Fig. 4a). Further validation of the utility 
of NOE-directed protein-ligand co-structures was demon-
strated by the structure-based design of a selective and po-
tent inhibitor of MMP-13 from a MMP-13:CL-82198 NMR 
model (Fig. 4b). 

 SOS-NMR. The SOS-NMR approach also uses the exist-
ing structure of the protein to dock the ligand of interest 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (4). NOE-directed Protein Ligand Co-structures. (a) Comparison of the active site for the MMP-1-CGS-27023A structure calculated 
with minimal constraints (red) and the MMP-1-CGS-27023A complex calculated with a complete set of constraints (green). The active-site 
residues that are displayed are 80-82, 112-115, and 138-140. (b) top Expanded 2D plane from the 3D 13C-edited/12C-filtered NOESY ex-
periment corresponding to NOEs from L82  and L115  to the labeled resonances from CL-82198. bottom Expanded view of the NMR 
MMP-13:CL-82198 complex where the MMP-13 active site is shown as a transparent surface with CL-82198 shown as liquorice bonds. 
(Reprinted with permission from references [119, 120], Copyright 2000 by American Chemical Society). 
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[186]. Instead of using NOEs, the SOS-NMR method uses 
1H STD experiments with selectively labeled protein samples 
to position the ligand in the protein’s active-site. In a general 
STD experiment, all the NMR resonances of the protein are 
saturated (no-signal), where this saturation is transferred to 
the ligand during binding (reduced signal). The STD ex-
periment is conducted by alternatively subtracting a 1D spec-
trum with on-resonance and off-resonance irradiation of pro-
tein resonances. If the ligand binds the protein, there will be 
a reduction in the intensity of the ligand spectrum during the 
on-resonance irradiation compared to the off-resonance irra-
diation cycle. Since the spectrum is being alternatively sub-
tracted, the difference spectra should yield the 1D NMR 
spectrum of the ligand. Conversely, if the ligand does not 
bind the protein, no change in the ligand’s intensity occurs 
for either the on- or off-resonance irradiation cycle so the 
end result is a null spectrum. 

 In the case of the SOS-NMR experiment, only one resi-
due type is selectively protonated and the remainder of the 
protein is deuterated. A saturation transfer will only occur if 
the ligand is within 5Å of this labeled amino-acid (Fig. 5a). 
The experiment is repeated with different labeled amino-
acids. A ligand binding surface is determined by the overlap 
of protein regions that contain all the amino-acid types that 
exhibit an STD to the ligand while excluding the amino-acid 
types that did not exhibit an STD to the ligand (Fig. 5b). The 
ligand is then docked into the binding surface using molecu-
lar modeling software to generate multiple conformers. A list 
of ambiguous NOEs [222] to each amino-acid residue in the 
binding surface that exhibited an STD is used to generate an 
energy profile for each protein-ligand complex. The lowest 

energy structure is then chosen as the best model. The SOS-
NMR protocol was demonstrated using FKBP complexed to 
FK506. The SOS-NMR complex compared to the X-ray 
structure yielded a 1.1Å rmsd difference for the heavy atoms 
of FK506. 

 NMR-DOC. The NMR-DOC protocol is closely related 
to the SOS-NMR process for determining a rapid protein-
ligand co-structure [223]. Both methods use selective label-
ing of a protein and STD experiments to monitor a binding 
event. NMR-DOC uses uniformly deuterium labeled proteins 
combined with 13C methyl labeling of the Met, Ile and Thr 
residues. These specific 13C methyl labels are sequentially 
assigned by using a reference protein-ligand X-ray structure. 
This existing structure identifies which protein methyl reso-
nance are within the 5Å NOE distance to the ligand. These 
NOEs are simply measured using a 2D 1H NOESY spec-
trum. 

 A new compound is shown to bind the protein from a 1H 
STD experiment where the 13C methyl labels are selectively 
saturated. A docked structure is then simply generated using 
NOEs between the ligand and the 13C labeled Met, Ile, Thr 
methyls in a 2D 1H NOESY spectrum. The intermolecular 
NOEs are assigned based on the assignments obtained for 
the reference protein-ligand structure. 

 Chemical shift differences between two chemically re-
lated ligands bound to the same protein provide an alterna-
tive approach to assign the 13C labeled Met, Ile, Thr methyls. 
Chemical shift changes are measured using a 2D 1H-13C 
HSQC spectrum. Again, the reference protein-ligand struc-
ture and the chemical perturbations in the two ligand struc-

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (5). SOS-NMR (a) STD-NMR spectra of 2-(3’-pyridyl)-benzimidazole (1) in the presence of (A) unlabeled FKBP, (B) perdeuterated, 
Ile-protonated FKBP, (C) perdeuterated, Val-protonated FKBP, (D) perdeuterated, Leu-protonated FKBP, (E) perdeuterated, Met-protonated 
FKBP, and (F) perdeuterated FKBP. The resonances corresponding to the ligand are indicated. (b) 2-(3’-pyridyl)-benzimidazole complexed 
to the FK506 binding site of FKBP (gray ribbons, orange surface) generated using the program DOCK after filtering with the SOS-NMR 
data. (Reprinted with permission from reference [186], Copyright 2004 by American Chemical Society). 
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tures would indicate which methyl NMR resonance peaks 
are expected to change. This occurs because a chemical 
change in one of the ligands removes an interaction with a 
specific methyl in the protein resulting in a large chemical 
shift change for that methyl NMR resonance. Differential 
chemical shifts have also been shown to be sufficient to rap-
idly determine a protein-ligand co-structure [224]. Chemical 
shift differences are measured between a series of com-
pounds that have subtle structural changes relative to the 
compound of interest. Each differential chemical shift 
change for a pair of compounds is mapped onto the protein’s 
active site. The compound of interest is then docked into the 
active-site by correlating the chemicals shift differences with 
the structural differences in the compound. 

 Chemical Shift Differences. Chemical shift differences 
observed by comparing the 2D 1H-15N HSQC spectra of the 
free protein relative to a protein-ligand complex can also be 
used to generate a rapid protein-ligand co-structure model 
[225, 226]. This approach is analogous to NOE-guided 
docked structures. The NHs that exhibit an above average 
chemical shift change are converted to ambiguous interaction 
restraints that are used to dock the ligand in a molecular dy-
namics simulation (Fig. 6a). Simply, a distant constraint is 
used between each NH with an above average chemical shift 
change with the ligand. Since the constraints are ambiguous, 
the energy potential for the distance constraints is minimized 
by maximizing the number of satisfied ambiguous con-
straints. A simultaneous goal is to minimize the van der 
Waals interaction energy in the docked complex (Fig. 6b). 
The approach was validated with three existing apo-protein 
(PTP1b, PKA, p38) structures and their corresponding pro-
tein-ligand X-ray structures. The ligands were re-docked into 
the apo-protein structure based on 2D 1H-15N HSQC chemi-
cal shift perturbation data and compared to the original pro-
tein-ligand X-ray structure. The resulting rmsds ranged from 
1 to 2.9 Å (Fig. 6c). 

NMR CHEMICAL PROTEOMICS 

 Drug discovery projects effectively use the protein as a 
probe to identify inhibitors and potential drug candidates. 
Chemical proteomics simply reverses this process and uses a 
defined chemical entity (co-factor, inhibitor) as a probe to 
profile many proteins [125, 126]. These chemical probes can 
be used in multiple in vivo and in vitro assays to monitor and 
analyze the biological activity of a protein for functional 
annotation (Fig. 7). 

 One such approach is the utility of a chemical probe in 
affinity chromatography to “fish-out” functionally related 
proteins from a proteome. Godl et al. (2003) illustrates this 
approach using a selective p38 protein kinase inhibitor 
(SB203580) along with the protein-inhibitor X-ray structure 
to identify related protein kinases from HeLa cells or trans-
fected COS-7 cells [227]. Alternatively, the chemical probe 
can be simply used to label the protein by the addition of a 
fluorescent tag for gel analysis [228] or a molecular-weight 
tag for MS analysis [229, 230]. Similarly, the chemical 
probes can be designed to be detected by NMR. Spence et al. 
(2001) demonstrated the application of hyperpolarized xenon 
[231, 232] to detected nanomoles of avidin binding biotin 
[233]. A cryptophane-A cage molecule is used to bind a  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (6). Protein-Ligand Co-structures from Chemical Shift Pertur-
bations. (a) Residues with the largest chemical shift pertubations 
(red) and residues for which flexibility was allowed during the 
simulation (blue), mapped onto the X-ray structure of apo-PTP1b. 
(b) Selection plot of the resulting complexes. The accuracy of each 
structure relative to the reference X-ray complex is indicated in 
gray scale. This represents the positional rmsd in the coordinates of 
the ligand. The selection plot shows that in this case one of the two 
energies would be sufficient for the selection of a structure. (c) A 
selection of accepted structures from NMR data (green/yellow) 
corresponds well with the X-ray reference complex (blue), with an 
rmsd of ca. 1 Å. (Reprinted with permission from reference [226], 
Copyright 2002 by WILEY-VCH Verlag GmbH & Co. KGaA, 
Weinheim). 
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xenon molecule, where the cage is attached to biotin through 
a peptide tether to increase solubility [129]. Xe chemical 
shift perturbations are observed when avidin binds biotin 
(Fig. 8). 

 These tags can also be used to specifically follow the 
relative expression level of a protein in response to environ-
mental stimuli (addition of a drug, hypoxia, temperature 
change, etc) or a protein knockout. 

 Chemical probes can also be used to simulate genetic 
knockouts or deletion mutants by inhibiting the protein of 
interest. A particular advantage of chemical knockouts is the 
transient nature of the protein inhibition. The protein is only 
inactivated as long as the drug is present allowing for a re-
versible system. Jaeschke et al. (2006) demonstrated this 
application by monitoring the cellular impact of inactivating 
JNK2, a key mediator of cell responses to environmental 
stimuli, with the general protein kinase inhibitor PP1 [234]. 
Inhibiting JNK2 was shown to affect the phosphorylation 
and expression of cJun and cell proliferation (Fig. 9). 

 The same types of NMR affinity screens described above 
for identifying drug leads can be similarly applied to develop 
probes for chemical proteomics. Additionally, the NMR 
methods for solving protein structures and for rapidly deter-
mining protein-ligand co-structures will also assist in these 
endeavors. In effect, NMR affinity screens are used for iden-
tifying the tools required by chemical proteomics for func-
tional annotation. 

NMR LIGAND AFFINITY SCREENS FOR FUNC-
TIONAL ANNOTATIONS 

 The NMR ligand affinity screens described above for 
drug discovery can also have applications in the functional 
annotations of hypothetical proteins [122, 123]. The primary 
difference is the use of a compound library composed of co-
factors, substrates and inhibitors instead of a random com-
pound library or a fragment-based library of known drugs 
[235]. The basic premise is to use the identity of the ligand 
that binds the hypothetical protein to leverage a functional 
assignment. Hajduk et al. (2002) demonstrated the general 
protocol with hypothetical protein HI-0033 from Haemophi-
lus influenza. The goal was to identify a chemical probe to 
develop a high throughput screening (HTS) assay for a pro-
tein of unknown function. 160 compounds were screened 
using the SAR by NMR methodology, where deoxyadeno-
sine monophosphate (dAMP) and S-adenosylhomocysteine 
(SAH) were shown to bind HI-0033 in the same binding site. 
A fluorescent SAH analog was then used in an HTS dis-
placement assay. 

 Other similar NMR ligand affinity screening approaches 
have been used to aid in the functional assignments of hypo-
thetical proteins. Cort et al. (2000) evaluated the function of 
hypothetical protein MTH538 from Methanobacterium 
thermoautotrophicum from limited ligand binding [236]. The 
NMR structure of MTH538 was similar to known structures  
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (7). Chemical proteomic analysis of the p38 kinase inhibitor SB203580. Based on structural information from the known co-crystal 
structure with p38 kinase, a suitable derivative of SB203580 was synthesised and used for the selective isolation of cellular protein targets by 
affinity chromatography. After gel electrophoresis and MS analysis, previously unknown kinase targets of SB203580 were further character-
ized in in vitro and cellular kinase assays. (Reprinted with permission from reference [227], Copyright 2005 by Elesvier). 
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of receiver domains from two component response system 
like CheY and to the structures of flavodoxins and GTP-
binding proteins. NMR binding studies were conducted with 
FMN, F420 coenzyme, Mg+2, and acetyl phosphate. 
MTH538 exhibited a possible binding interaction only to 
Mg+2, implying that MTH539 may be a phosphorylation-
independent two-component response regulator system. 
Similarly, Yao & Sem (2005) used 1H STD experiments and 

a mixture of six co-factors and cyclic nucleotides to analyze 
the function of radial spoke protein-2 (RSP2) from Chlamy-
domonas reinhardtii. RSP2 was tentatively assigned as a 
new class of cGMP receptors based on its sequence homol-
ogy to a GAF domain. The protein was expected to bind ei-
ther cAMP or cGMP, but was shown to preferentially bind 
cCMP (Fig. 10a,b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (8). Chemical Proteomics using NMR. (a) Structure of a biosensor molecule designed to bind xenon to a protein with high affinity and 
specificity. (b) Xenon-129 NMR spectra monitoring the binding of biotin-functionalized xenon to avidin. Top shows the functionalized xe-
non before the addition of avidin, with the more intense peak corresponding to functionalized xenon and the smaller peak corresponding to 
xenon in the cage without linker and ligand, serving as both a chemical shift and signal intensity reference. Bottom shows the spectrum on 
the addition of 80 nmol of avidin monomer. A third peak, corresponding to functionalized xenon bound to avidin, has appeared, and the un-
bound functionalized xenon peak has decreased in intensity. All chemical shifts are referenced to that of xenon gas. (Reprinted with permis-
sion from reference [233], Copyright 2001 by The National Academy of Sciences of the United States of America). 
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Fig. (9). Gene Knock-out using a Chemical Probe. (a) JNK1 and JNK2 protein kinase activity contributes to cJun expression Primary MEFs 
prepared from wild-type embryos (J1+/+ J2+/+) or mutated embryos (J1+/+ J2MG/MG or J12/2 J2MG/MG) were incubated in medium sup-
plemented with solvent (DMSO) or 10 mM 1NM-PP1. The cells were harvested, and the expression of cJun and tubulin was examined by 
immunoblot analysis. (b) JNK1 and JNK2 protein kinase activities are required for cell proliferation. Primary MEFs prepared from wild-type 
embryos (J1+/+ J2+/+) or mutated embryos (J1+/+ J2MG/MG or J12/2 J2MG/MG) were incubated in medium supplemented with solvent 
(DMSO) or 10 mM 1NM-PP1. Relative cell numbers were measured by staining with crystal violet. (Reprinted with permission from refer-
ence [234], Copyright 2006 by Elesvier). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (10). Cofactor fingerprinting with STD NMR applied to RSP2. (a) 1D 1H NMR spectrum of the mixture of cAMP (*), cGMP ( ) and 
cCMP ( ). (b) STD NMR spectrum of the mixture of RSP2 and the three cyclic nucleotides. (Reprinted with permission from reference 
[274], Copyright 2005 by Elesvier). Ribbon diagrams showing the view of the (c) intersubunit cavity with the invariant residues mapped onto 
the structure. (d) showing the location of amide groups (red spheres) in HI0719 that have perturbed chemical shifts when 2-ketobutyrate is 
added. (Reprinted with permission from reference [237], Copyright 2003 by American Chemical Society). 
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 Parsons et al. (2003) used a directed library of 93 com-
pounds based on prior biological studies and the structure of 
HI0719 that suggested a potential role in either isoleucine bio-
synthetic pathways, translation inhibition, purine regulation, or 
2-aminomuconate deaminase activity [237]. 2-ketobutyrate 
and three other isoleucine analogs were shown to bind HI0719 
based on chemical shift perturbations in a 2D 1H-15N HSQC 
experiment. The residues that experienced chemical shift 
changes in the ligand are all located in the putative ligand-
binding cavity (Fig. 10c,d). These results suggest that HI0719 
is involved in the isoleucine biosynthetic pathway [237]. 

FAST-NMR SCREEN 

 The Functional Annotation Screening Technology by 
NMR (FAST-NMR) combines structural biology, NMR 
ligand affinity screens and bioinformatics in a high through-
put mode to provide a functional assignment to hypothetical 
proteins [121]. The FAST-NMR assay contains four major 
steps: (i) identify functional ligands that bind the protein, (ii) 
use the ligands to determine protein-ligand co-structures, (iii) 
use the co-structure with bioinformatics to infer function and 
(iv) use the ligand-binding profile to infer function [238, 
239]. The FAST-NMR protocol is outlined in Fig. 11. 
FAST-NMR uses a screening library composed of amino-
acids, carbohydrates, co-factors, fatty-acids, hormones, me-
tabolites, neurotransmitters, nucleic acids and vitamins that 
bind specific proteins or a functional class of proteins [235]. 
The functional library is screened against a hypothetical pro-
tein using a tiered set of NMR experiments to minimize re-
sources and increase throughput. 

 In a tiered approach, the first NMR experiment is more 
suitable for efficiently filtering the large compound library 

and providing preliminary binding information. 1D 1H line-
broadening (LB) NMR experiments are applied in the FAST-
NMR assay, where an increase in line-width for the ligand 
NMR signals in the presence of the protein will indicate a 
positive binding event [173, 174]. The second NMR experi-
ment is more informative, but also more resource intensive, 
so it is only conducted on positive results from the first NMR 
experiment. The second NMR experiment further filters the 
“hits” for determining a protein-ligand structure by identify-
ing compounds that interact with the protein in a defined 
binding-site determined from chemical shift perturbations 
while eliminating non-specific binders that are not function-
ally related to the activity of the protein. In the FAST-NMR 
assay, the positive hits from the 1D LB experiments are fur-
ther evaluated by obtaining a 2D 1H-15N HSQC spectrum 
[179] using an 15N labeled protein [240]. A binding interac-
tion is determined from the observation of chemical shift 
perturbations for the protein in the presence of the ligand. 
Mapping the protein residues that incurred a chemical shift 
change onto the protein surface identifies the ligand binding 
site. The 2D 1H-15N HSQC NMR experiment also eliminates 
non-informative, non-specific binders by the lack of chemi-
cal shift changes that cluster together on the protein surface. 
A protein-ligand co-structure is then rapidly determined by 
using AutoDock [102], where a “grid” based on the NMR 
determined binding site directs the docking of the ligand. 

 The protein-ligand co-structure combined with the iden-
tity of the functional ligands is an important tool for the de-
tailed bioinformatic analysis of the hypothetical protein. The 
Comparison of Protein Active-Site Structures (CPASS) da-
tabase and software is used as part of the FAST-NMR assay 
to aid in functional annotations [241]. CPASS determines a 
sequence and structural alignment of the experimentally 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (11). Pictorial flow diagram of FAST-NMR assay. (Reprinted with permission from reference [121], Copyright 2006 by American 
Chemical Society). 
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identified ligand-defined active-site from our FAST-NMR 
assay with corresponding experimental ligand-defined ac-
tive-sites of proteins of known function from the PDB [242]. 
A functional annotation can be made by using CPASS to 
identify proteins of known function that share similar active-
site sequence and structural characteristics with the hypo-
thetical protein. 

 The CPASS database contains ~21,000 ligand-defined 
protein active-sites identified from the ~55,000 X-ray and 
NMR structures that are currently available in the PDB 
[242]. The CPASS database also includes protein active-sites 
defined by the presence of small peptides or oligonucleotides 
(  13 residues). Conversely, the CPASS database excludes 
121 common and abundant buffer reagents (2-mercaptanol, 
glycerol), salts (Na+, Cl-, SO4

-), solvents (water, MES, 
DMSO) and chemical fragments or clusters (acetyl, methyl) 
that generally exhibit promiscuous or non-specific binding 
irrelevant to functional activity. 

 The ligands identified from protein-ligand complexes in 
the PDB are then used to determine ligand-defined active-
sites within the protein structure. The amino-acid residues 
that comprise an active-site are identified by having at least 
one atom that is  6Å from any ligand atom. The CPASS 
program determines the optimal sequence and structural 
alignment between two compared active-sites without main-
taining sequence connectivity by maximizing a scoring func-
tion [241] based on a C  distance-weighted BLOSUM62 
score [243]. The CPASS alignment is also independent of 
the bound ligands. 

 The FAST-NMR assay combined with CPASS was used 
to assign a function to hypothetical protein SAV1430 from 
Staphylococcus aureus. SAV1430 was determined to be part 
of a multi-protein complex within the [Fe-S] cluster assem-
bly network that may exhibit activity comparable to NifU or 
may regulate NifU activity [111, 244-247]. S. aureus hypo-
thetical protein SAV0936 is postulated as being a binding 
partner of SAV1430, where the complex formation may be 
regulated by phosphorylation of SAV0936. 

NMR METABOLOMICS 

 NMR analysis of the cellular metabolome provides another 
potential avenue for the functional analysis of hypothetical 
proteins. NMR-based metabolomics complements ligand af-
finity assays, such as FAST-NMR, by providing in vivo in-
formation on the biological activity of a protein. NMR me-
tabolomics is primarily being applied in the analysis of bioflu-
ids to identify disease markers and monitor drug efficacy and 
toxicity [248-256]. NMR has also been used to analyze cell 
lysis to classify clinical bacterial strains [257] and to infer a 
function for a silent mutation in yeast [258]. Raamsdonk et al. 
(2001) demonstrates a methodology for functional annotation 
that does not require a detailed analysis of the metabolome. 
Instead, the approach requires the identification of a function-
ally related gene for a comparative analysis. The approach was 
demonstrated using six deletion yeast mutants, where two 
genes (PFK26 and PFK27) encode the same enzyme (6-
phosphofructo-2-kinase). Multiple NMR spectra of yeast cell 
extracts for all six mutants were analyzed using a combined 
principal component analysis (PCA) and discriminant function 
analysis (DFA) (Fig. 12a). The DFA plot of the six yeast mu-
tants clearly indicates five distinct clusters, where data for 

genes PFK26 and PFK27 form a single cluster as expected. If 
the function for gene PFK27was unknown, then it would be 
attributed a function similar to gene PFK26 from the over-
lapped clustering in the DFA plot (Fig. 12b). 

 A similar differential approach for the analysis of NMR-
based metabolomics was demonstrated with Aspergillus nidu-
lans deletion mutants [129]. In this method, the metabolome 
of wild-type and mutant cells in the presence and absence of a 
protein inhibitor are compared. This provides information on 
the impact on the metabolome from the inactivated enzyme 
using a chemical probe. The approach identifies the affected 
metabolites and the corresponding metabolic pathways, which 
may be used to assist in the functional annotation of a hypo-
thetical protein. Urate oxidase is an enzyme in the purine deg-
radation pathway that oxidizes urate to 5-hydroxyisourate 
(Fig. 13a). The A. nidulans uaZ14 mutant eliminates the nor-
mal function of urate oxidase. Also, 8-azaxanthine (AZA) is a 
known inhibitor of urate oxidase. PCA analysis of NMR spec-
tra from lysed wild-type and mutant A. nidulans cells in both 
the presence and absence of AZA identified two distinct clus-
ters (Fig. 13b). As expected, the wild-type A. nidulans cells 
formed a separate cluster from the uaZ14 mutant cells and the 
wild-type cells in the presence of AZA because of the differ-
ent activity of urate oxidase. The PCA scores plot can also be 
used to identify changes in metabolite concentration that pri-
marily contributed to these differences. Comparison of the 1H 
NMR spectra of the wild-type A. nidulans cells with the 
uaZ14 mutant cells and the wild-type cells in the presence of 
AZA identifies a number of metabolites involved in the purine 
degradation pathway from an increase in concentration due to 
the inactivation of urate oxidase (Fig. 13c). In principal, this 
approach can be similarly applied to identify the function of a 
hypothetical protein. 

PRACTICAL CONSIDERATIONS AND NMR LIMI-
TATIONS 

 The type of NMR experiments that is applicable to a par-
ticular research project is dependent on a number of vari-
ables and the specifics of the system. A particular protein 
may not be amenable for analysis by NMR if obtaining the 
necessary quantity of protein is prohibitive or if the protein 
solubility is too low for analysis. The amount of protein re-
quired is highly dependent on the type of NMR experiment. 
1D 1H STD NMR experiments are the preferred choice to 
minimize protein usage and avoid isotope labeled protein in 
a ligand affinity screen. Typically the ligand concentration is 
at a >30 fold excess relative to the protein in an STD ex-
periment. Conversely, NMR screens based on 2D HSQC 
experiments may require 100s of milligrams of labeled pro-
tein. Similarly, determining a protein structure by NMR will 
routinely require 10s of milligrams of 13C and 15N labeled 
proteins. Structure-based NMR experiments also require 
relatively high protein concentrations of > 0.5-1 mM that are 
stable for weeks or longer. Conversely, ligand screening 
samples require low sample concentrations < 10-100 μM that 
only require a few hours of stability. 

 The length of time required to collect a specific NMR 
experiment also varies greatly. The 1D and 2D NMR ex-
periments used for ligand affinity screens can be acquired in 
< 15 minutes per sample. Nevertheless, this may still require 
days to weeks of NMR instrument time for relatively large 
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compound libraries. The experiment time can be signifi-
cantly reduced by the application of compound mixtures, 
where a recent study determined the optimal mixture size to 
minimize data collection time [259]. Determining a protein 
structure by NMR may require weeks to months of dedicated 
instrument time. The availability of cryoprobes [260] com-
bined with recent developments in NMR pulse sequences 
[261] has drastically reduced the experiment time needed to 
determine a protein structure to a few days at most. 

 Obtaining a protein structure and complete NMR reso-
nance assignments is also limited by the protein’s size. In 
general, high-resolution NMR structures and assignments 
can be routinely obtained for proteins <25 kDa using stan-
dard 13C and 15N protein labeling techniques [136, 240]. The 

molecular-weight upper-limit can be extended by the appli-
cation of deuterium labeling, specific methyl labeling and 
TROSY-based experiments [262-264]. Some large MW 
complexes have been determined using these methods: 
900kDa GroEL-GroES complex, 300-kDa cylindrical prote-
ase ClpP [265], 95 kDa homotrimeric complex of the acyl-
transferase protein [266], 82.4 kDa of malate synthase [267, 
268], 69 kDa 1-proteinase inhibitor Pittsburgh-trypsin co-
valent complex [269], the 45.3 kDa catalytic domain of hu-
man BACE1 [270] and the 44 kDa nucleotide-binding do-
main [271] among others. Protein molecular-weight can also 
affect the choice of NMR experiment used in a ligand-
binding screen. 1D NMR experiments generally perform 
better for larger molecular-weight proteins where 2D ex-
periments follow the same limitations that affect complete 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (12). Functional Analysis of Gene Paralogs using NMR Metabolomics. Cluster analysis of NMR spectra from cell extracts. (a) Flow-
chart to show chemometric approach used to cluster the NMR data. Step 1: The region around the most prominent NMR peak due to water 
(4.4 – 5.5 p.p.m.) is removed and the internal standard (0 p.p.m.) used to normalize each ordinate (thus allowing quantitative comparison of 
spectra) before it, too, is removed from the spectrum. The region beyond 5.5 p.p.m. (the aromatic region) is also removed. The resulting re-
duced data set describes the subspectral region between 0 p.p.m. and 4.4 p.p.m. (i.e., 1,300 variables). Step 2: PCA transforms the original 
set of variables to a new set of orthogonal variables called principal components (PCs). Step 3: DFA has “a priori” information based on 
spectral replicates and uses this to minimize within-group variance and maximize between-group variance. (b) DFA plot based on the first 
eight PC projections from the NMR spectral data. The numbers represent the NMR spectra of extracts of the following strains: (1) 
FY23.cox5a ; (2) FY23.ho ; (3) FY23. 0; (4) FY23.pet191 ; (5) FY23.pfk26 ; (6) FY23.pfk27 . (Reprinted with permission from refer-
ence [258], Copyright 2001 by Nature Publishing Group). 
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structure determination. Additionally, membrane bound pro-
teins are problematic targets due to the challenges of ex-
pressing significant quantities of properly folded and stabile 
proteins that require membrane or membrane mimics for 
solubility [272, 273]. 

CONCLUSION 

 The beneficial impacts of the Human Genome Project 
and the Protein Structure Initiative necessitate a conclusion 
at functional genomics. While there is an inherent value in 
knowing the sequence and structure of a protein, it is still 
imperative that we understand its biological activity to fur-
ther our understandings of cell biology, development, evolu-
tion and physiology. Furthermore, this functional informa-
tion is essential for the identification of new therapeutic tar-
gets and the development of novel drugs. The complexity of 
analyzing the proteome for functional information requires 
making a variety of unique measurements of biological ac-
tivity. A confirmed functional assignment will then come 
from overlapping annotations from these multiple functional 
screens. NMR spectroscopy is playing an integral role in 
functional genomics by providing multiple measurements of 
the biological activity of a hypothetical protein. This in-
cludes roles in: (i) structural genomics (ii) ligand affinity 
screens, (iii) chemical proteomics and (iv) metabolomics. 

 

 In essence, NMR spectroscopy is important for determin-
ing the structure of hypothetical proteins, for monitoring the 
in vivo activity of the protein through the analysis of the me-
tabolome, and for identifying functional ligands that bind the 
hypothetical protein. Specifically, the efficient identification 
of ligands that bind a hypothetical protein is an extremely 
valuable contribution to functional genomics. First, the iden-
tity of the ligand, the location of the ligand-binding site and 
the determination of a protein-ligand co-structure all provide 
important clues toward understanding the function of a hypo-
thetical protein. Second, the ligand can be used as an impor-
tant tool in the design and implementation of other func-
tional screens. The compound can be used to find other pro-
teins with similar activity; it can be used in a chemical ap-
proach to generate a knockout mutant and it can be used as 
part of a traditional biological activity assay. 

 Functional genomics is still in the early stages of devel-
opment and new technologies for evaluating biological activ-
ity will inevitably emerge from this effort. Nevertheless, the 
versatility of NMR has already established itself as a critical 
component of functional genomics. 

ABBREVIATIONS 

FAST-NMR = Functional Annotation Screening Technol- 
    ogy using NMR 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (13). Functional Analysis of Gene Knockouts (genetic or chemical) using NMR metabolomics. (a) uaZ14 mutant in A. nidulans disrupts 
the oxidation of urate in the purine degradation pathway. (b) The PCA scores plot comparing A. nidulans uaZ14 mutant (x), wild-type with 
8-azaxanthine (AZA) ( ), uaZ14 mutant with AZA (•), and wild-type cells ( ). (c) Aromatic regions of NMR spectra in order from top to 
bottom are: uaZ14 mutant, wild-type with drug, and wild-type untreated. Arrows identify the adenine, hypoxanthine, inosine and xanthine 
peaks which are absent or significantly decreased in AZA untreated wild-type mycelia. The peaks are all normalized to the most intense peak 
in the spectra. (Reprinted with permission from reference [129], Copyright 2006 by American Chemical Society). 
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CPASS = Comparison of Protein Active-Site Structures 

NMR = Nuclear Magnetic Resonance 

HTS = High Throughput Screening 

1D = One-dimensional 

2D = Two-dimensional 

PCA = Principal component analysis 

PSI = Protein Structure Initiative (PSI) 

DFA = Discriminant function analysis 

PDB = Protein Data Bank 

HMM = Hidden Markov models 

Pth & Pth2 = Peptidyl-tRNA hydrolases 

STD = Saturation transfer difference 

LB = Line-broadening 

NOE = Nuclear Overhauser effect 

SAR = Structure-Activity Relationship 

MS = Mass spectrometry 

RGS = Regulators of G-protein signaling 

dAMP = Deoxyadenosine monophosphate 

AZA = 8-Azaxanthine 

RSP2 = Radial spoke protein-2 

dAMP = Deoxyadenosine monophosphate 

SAH = S-adenosylhomocysteine 

ChIP = Chromatin immunoprecipitation 

SEC = Size-exclusion chromatography 
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